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A B S T R A C T   

Background and Purpose: Addressing the need for accurate dose calculation in MRI-only radiotherapy, the 
generation of synthetic Computed Tomography (sCT) from MRI has emerged. Deep learning (DL) techniques, 
have shown promising results in achieving high sCT accuracies. However, existing sCT synthesis methods are 
often center-specific, posing a challenge to their generalizability. To overcome this limitation, recent studies have 
proposed approaches, such as multicenter training . Material and methods: The purpose of this work was to 
propose a multicenter sCT synthesis by DL, using a 2D cycle-GAN on 128 prostate cancer patients, from four 
different centers. Four cases were compared: monocenter cases, monocenter training and test on another center, 
multicenter trainings and a test on a center not included in the training and multicenter trainings with an 
included center in the test. Trainings were performed using 20 patients. sCT accuracy evaluation was performed 
using Mean Absolute Error, Mean Error and Peak-Signal-to-Noise-Ratio. Dose accuracy was assessed with gamma 
index and Dose Volume Histogram comparison. Results: Qualitative, quantitative and dose results show that the 
accuracy of sCTs for monocenter trainings and multicenter trainings using a seen center in the test did not differ 
significantly. However, when the test involved an unseen center, the sCT quality was inferior. Conclusions: The 
aim of this work was to propose generalizable multicenter training for MR-to-CT synthesis. It was shown that 
only a few data from one center included in the training cohort allows sCT accuracy equivalent to a monocenter 
study.   

1. Introduction 

In the standard workflow of radiation therapy (RT), CT scan is the 
gold standard for dose calculation. However, MRI provides better soft- 
tissue contrast than CT [1]. MRI allows for a more accurate delinea
tion of the prostate gland [2], translating into a reduction in doses 
delivered to proximity organs at risk [3,4]. MRI-guidance also recently 
demonstrated a decrease in both genitourinary and gastrointestinal 
acute toxicity after prostate radiotherapy [5,6]. However, combining 
MRI and CT requires a registration step which introduces uncertainties 
and registration errors especially in the pelvic region [7,8], up to 2 mm 

for the prostate [9]. An MR-only RT workflow allows to skip the regis
tration step, and has a growing interest with the rising implementation 
of MR-linac devices (MRI combined with a linear accelerator) [9]. The 
main drawback of MRI is the absence of electron density information 
which is essential in dose calculation [10]. To address this issue, the 
generation of synthetic CTs (sCTs) from MRI by deep learning methods 
has previously been proposed [11,12]. The aim of these methods is to 
find a correspondence between CT and MRI. However, DL methods 
depend on the training cohort: they are center-dependent, acquisition 
device, the anatomical localization, the MR sequence and the acquisition 
parameters. Due to the differences in intensity distribution of MRI and 
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CT across various centers, the occurrence of artifacts in images, and 
varying fields of view, generalizable training cannot be achieved using 
monocentrer training, as highlighted in several studies [13–15]. Multi
center training has been proposed as an alternative approach, to allow 
for a better robustness of the model [14,16,17]. Only a very few studies 
were performed in the pelvic area [14,18] as it is a challenge to obtain a 
large number of centers to build multicenter cohorts. To achieve a 
reliable generation in a supervised context, a crucial aspect is the 
implementation of a series of preprocessing steps to standardize the 
database and allow uniformity and consistency in the data. One of the 
widely used architectures is the generative adversarial networks (GANs) 
[11,19] and its variants such as cycle-GAN [20]. In this study, a 2D 
cycle-GAN approach for multicenter MR-to-CT synthesis was used in the 
pelvic area to perform dose calculation directly from MR images. The 
purpose of this work was to obtain accurate sCTs from any center that 
could be integrated in an MRI-only radiotherapy workflow. 

2. Material and Methods 

The Fig. 1 presents the workflow of this study on MR-to-CT synthesis. 
First, images are preprocessed, then they are divided into training co
horts of paired and registered CT/MRI to train the model. Afterwards, 
the model is used to synthesise a CT. Finally, the sCT is compared to the 
CT. 

2.1. Image data 

In this study, 128 patients with prostate cancer from four datasets 
(D1, D2, D3 and D4) had CT and MR scans (standard MRI (for D1, D2, 
and D3) and MRI-Linac (for D4)) in the treatment position. The dataset 
D1 is composed by 39 patients from one care center, CT scans were 
acquired with a GE LightSpeedRT large-bore scanner or a Toshiba 
Aquilion. For MR images, 3D T2-weighted SPACE sequences were ac
quired on a 3T Siemens Skyra MRI scanner [21]. For the second dataset 
(D2), the 30 CT scans were acquired on a Philips BigBore and the T2 
MRIs on an 1.5T Siemens Skyra MRI scanner. Bladders are injected on 
the CTs with a contrast agent. The third dataset (D3) is the public 
GoldAtlas [22] composed of 19 patients from 3 different centers with 
1.5T and 3T MRI. Finally, the fourth dataset (D4) is composed of 40 
patients, CT were acquired on a GE Light-SpeedRT16 and T2 MRI were 
acquired on a 0.35T MRIdian (ViewRay) MRI-Linac. For all CT and MR 
images, an expert delineated the target volume (prostate) and organs at 
risk (OARs, i.e. bladder, rectum and bones) except for the GoldAtlas base 
where the bones were not delineated. The studies involving human 
participants were reviewed and approved by Eugene Marquis Center 
(CLRCC) Ethics Committee. The patients/participants provided their 
written informed consent to participate in this study. 

2.2. Image preprocessing 

To eliminate outlier values, a thresholding ([-1000;1600] HU for the 
CTs and [0;500] for MRIs) was performed. To correct MRI non- 
uniformity, images were preprocessed by: (1) N4 bias field correction 
[23]; (2) histogram equalization (levels: 1024, match points: 7, 
threshold at mean intensity); and (3) filtering by gradient anisotropic 
diffusion [24]. Each CT was registered to its corresponding MRI with a 
symmetric rigid registration performed by the treatment planning sys
tem (TPS), followed by a hybrid (contours and intensities based) non- 
rigid registration using demons algorithm [25]. The registered CT was 
considered as the ground truth. Then, each MRI and CT were cropped to 
maintain a common field of view (FOV) of maximum 8 cm above and 
under the center of the prostate to improve the coherence. However, this 
FOV cannot be obtained on all images due to small FOV during acqui
sition, especially for MRI from D2. For these cases, the intersection be
tween the 8 cm FOV and the acquisition FOV was kept. Afterwards, a 
99.5% percentile contrast stretching was used to reduce the dynamic 
range of the histogram. To achieve dimensions of 256*256*128, B- 
spline resampling was used. The dataset D3 received the highest degree 
of resampling as the number of slices along the axial axis was compar
atively low. Finally, 3D images were divided along the axial plan into 
128 2D slices. After, images from the four centers were divided into 
training cohorts of 20 patients (18 for D3) and testing cohorts with the 
rest of the database. Table 1 presents the composition of the 15 different 
combinations of the four datasets. Ten patients from each center were 
used to evaluate the accuracy of each training. 

Fig. 1. Workflow of the sCT generation from multicenter cohort.  

Table 1 
Composition methodology of the training cohorts. Rows represent the centers 
included in the corresponding dataset and the column represent the number of 
patient of each dataset for each training.  

Number of center in the training Training dataset D1 D2 D3 D4 

1 D1 20 - - - 
D2 - 20 - - 
D3 - - 18 - 
D4 - - - 20 

2 D1 & D2 10 10 - - 
D1 & D3 10 - 10 - 
D1 & D4 10 - - 10 
D2 & D3 - 10 10 - 
D2 & D4 - 10 - 10  
D3 & D4 - - 10 10 

3 D1 & D2 & D3 7 7 7 - 
D1 & D2 & D4 7 - 7 7 
D1 & D3 & D4 7 - 7 7 
D2 & D3 & D4 - 7 7 7 

4 D1 & D2 & D3 & D4 5 5 5 5  
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2.3. Experimental design 

2.3.1. Deep learning architecture 
The Generative Adversarial Network (GAN) is composed of two 

adversarial networks: the generator and the discriminator [19]. A 
generator (GA), a 9 block ResNet, was used to convert MRIs into syn
thetic CTs (sCTs). The discriminator (DA) that is a 70*70 PatchGAN 
network, classifies the sCT and gives the probability that it is a “real-CT” 
or “fake” (fig. 1). With loss functions associated with the two adversarial 
networks, the generator adjusts its generation parameters. The number 
of epochs was empirically adjusted to allow a stabilization of these 
parameters. 

For this study, the 2D Cycle-GAN architecture proposed by Zhu et al. 
[20] was used in a supervised context. Fig. 2 details the Cycle-GAN ar
chitecture. This architecture combines two GANs in opposition. For each 
ResNet generator (GA, GB), a PatchGAN discriminator (DA, DB) was 
associated. First, MR images are input to the first generator GA which is 
trained to convert them into a sCT. The second generator GB converts 
CTs into synthetic MR images (sMR). The architecture works following 
the steps detailed in Fig. 1: (1) After half a cycle: a similarity measure is 
computed between sCT and reference CT by a loss function (LGA) be
tween sMR and reference MR by the same loss function (LGB). (2) The 
sCT is sent to the input of generator GB and the sMR to the input of 
generator GA. (3) At the end of a cycle, we obtain an sCT generated from 
a sMR and a sMR generated from a sCT. They are evaluated with cycle 
losses (LC). For each synthetic image, the discriminator determines the 
probability of having a real image, the result is evaluated by the asso
ciated discriminator loss (LDA and LDB). 

2.3.2. Loss functions 
In this work, the VGG-based perceptual loss [26] was used for the 

generators as LGA and LGB. This loss allows to separate content and style 
of each image. In this study, only four layers for the content were used 
(relu1_2, 2_2, 3_3, 4_3) and the style term was not used as in most studies 
of the literature [26]. Feature maps of MR and sCT are compared with 
the mean square error (MSE). This loss was chosen for the MR-to-CT 
synthesis because it allows a great accuracy of the sCTs [27]. For the 
discriminators, the Binary Cross Entropy (BCE) was used. The L1-norm 

was used for the cycle loss LC. 

2.4. Postprocessing 

To avoid inconsistencies outside the body that could affect dosi
metric analysis, a value of − 1000 HU was applied outside the MRI body 
contour. 

2.5. Implementation 

The cycle-GAN was implemented in Python3.8 using Pytorch 1.12 
with CUDA 11.7. The model was trained and tested on an NVIDIA RTX 
A6000 with 48 GigaBytes of VRAM. Models were trained for 200 epochs 
and the learning rate set to 0.0002. Model parameters were chosen ac
cording to the last epoch. To assess the robustness of these models, a 4- 
fold cross validation was performed for all the trainings. 

2.6. Evaluation 

To evaluate the accuracy of each sCT, different voxel-wise metrics 
(or full-reference metrics) were used. They evaluate the error between 
the sCT and the CT. They are described as follows: the mean absolute 
error (MAE) in HU 

MAE =
1
n

∑n

i=1
|sCTi − CTi| (1)  

the mean error (ME) in HU, 

ME =
1
n
∑n

i=1
sCTi − CTi (2)  

and the peak signal to noise ratio (PSNR) in dB. 

PSNR = 10log10(
Q2

MSE
) (3)  

with MSE as the mean square error (L2 norm between sCT and reference 
CT), and Q the amplitude. These metrics were computed on five 
different volumes: the body contour (whole pelvis), the prostate, the 

Fig. 2. Cycle-GAN model adapted from [20]. Generator GA converts MR images into sCT or sMR into sCT, GB does the opposite. The perceptual loss as LGA and LGB is 
computed, it compares the sCT (resp sMR) with the reference CT (resp MR). At each iteration, the cycle loss (LC) compares the real CT (respectively MR) with the sCT 
(resp. sMR) obtained with the sMR (resp. the sCT). Finally, the BCE loss function LDA (resp. the LDB) is computed and determines the probability of having a real CT 
(resp. real MR). 
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bladder, the rectum and the bones (except for D3). 
The results were analysed using four distinct cases: case A) mono

center study, which uses data from the same dataset for both training 
and testing; case B) monocenter training, test done on a different data
set; case C) multicenter study using unseen data in the testing phase, 
where training is done on at least two centers and testing is carried out 
on a separate dataset; and case D) multicenter study using seen data, 
where training is done on data from at least two datasets and testing is 
done on data from a dataset included in the training. 

To assess the sCT accuracy, a dose evaluation was conducted. A 
treatment of 60 Gy (20 fractions) was planned in VMAT on the reference 
CT using RaySearch RayStation v.12A TPS. The beam parameters were 
then applied to the sCTs of the corresponding patient. Dose endpoints 
were Dose-Volume Histogram (DVH) absolute differences between dose 
calculated on CTs and on sCTs, and 3D gamma analysis (criteria: local 
analysis, 1%/1 mm, with dose threshold  = 10%) between dose distri
butions on CTs and sCTs. For dose calculation, 1 set of test sCTs was 
chosen for each case and dataset. For dataset 1, chosen sets were trained 
on D1 for case A, D3 for case B, D2&D3&D4 for case C and 
D1&D2&D3&D4 for case D. For dataset 2, chosen case were respectively 
D2, D4, D1&D3&D4 and D1&D2&D3&D4. For D3, D3, D1, D1&D2&D3 
and D1&D2&D3&D4 and finally for D4: D4, D2, D1&D2&D3 and 
D1&D2&D3&D4. 

Wilcoxon tests were performed to determine whether the results 
were significantly different from the monocenter training for each 
dataset. P-values that were smaller than 0.05 were considered as 
significant. 

3. Results 

On average, it took 8 hours to complete a training session with 20 
paired CT/MRI for 200 epochs. The generation of a single sCT took 
approximately 10 s. 

3.1. Qualitative results 

The Fig. 3 shows the qualitative results of the sCT synthesis. It can be 
observed that monocenter synthesis (case A) and multicenter synthesis 
using seen data (case D) are similar, whereas multicenter synthesis using 
unseen data (case C) and monocentric trainings and tests done on 
another dataset (case B) are realistic but the image quality is signifi
cantly inferior. 

3.2. Quantitative results 

Table 2 presents the MAE results in the body contour for all centers 
for the different trainings. The lowest MAE results were obtained for 
dataset D1 with 30.0 HU for the monocentric training with seen data. 
Multicenter results using seen data in training were not significantly 
different compared with monocentric cases for the four datasets. For all 
datasets, MAE results were lower when data from the dataset were seen 
in the training than when they were not. For example, for D1 as test 
dataset, MAE results were between 31.3 HU and 34.4 HU for seen data in 
multicenter training, between 45.8 HU and 54.5 HU for unseen data in 
multicenter training and between 48.6 HU and 65.4 HU for a training on 
another dataset. 

Detailed results of ME and PSNR are presented in supplementary 
materials. The first table presents ME results, it can be observed that 
most of the time, values the closest to 0 correspond to cases A and D: 
when the same datasets are used in the training and the test. The second 
table presents the PSNR results: for cases A and D PSNR is higher. For 
instance, for D1, the PSNR ranges between 31.1 dB and 31.7 dB for cased 
A and D and between 26.4 dB and 28.9 dB for cases B and C. 

3.3. Dose evaluation results 

The Fig. 4 shows gamma pass rate results. Wilcoxon tests showed 

Fig. 3. Preprocessed CT and MRI and image and sCT results according to the test dataset and the case: case A) monocenter study, case B) monocenter training using 
unseen dataset in the test, case C) multicenter training using unseen data in the test, and case D) multicenter training using seen data in the test. 
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that for cases A and D of datasets D1, D2 and D3 gamma pass rate were 
not significantly different. However, for dataset D4, p-value was 0.01 
between cases A and D. Section 2 presents absolute differences between 
the D95 of the reference CT and the D95 of each case sCT in the prostate 
according to the test dataset and the case. On average, the dose differ
ence is inferior at 1 Gy on the target (prostate) for cases A and D and 

between 1 and 3 Gy for cases B and C. Section 3 and 4 present the ab
solute difference between mean doses of rectum and bones respectively. 
For the rectum, the dose difference is always under 0.7 Gy even for the 
worse case and under 0.04 Gy for cases A and D. For the bones, the dose 
difference is under 0.35 Gy for all patients for the four cases. Due to 
strong artifacts on case B sCT, dose calculation was not possible on one 

Table 2 
MAE results (in HU) comparing the reference CT with the synthetic-CTs in the body for the different trainings. Rows represent the datasets used for training and the colomns 
represent the dataset used for test. Values are the MAEs between CT and sCT for all test patients associated to the standard deviation. Results in grey represent case A (monocentric 
case with seen data), results in italic represent case B (monocentric training with unseen data), results not in bold nor italic nor grey represent case C (multicentric training with 
unseen data in the test), and results in bold represent case D (multicenter case with seen data). Not statistically different trainings (column by column) are recognized by an 
asterisk.*  

Fig. 4. Results of sCT dose evaluation. Section 1 shows the gamma pass rate results according to the test dataset (D1-D4) and the case (A,B,C or D). Sections 2–4 
presents absolute dose differences. Section 2, presents the results of the absolute differences between the D95% of the dose on reference CT and the D95% of calculated 
dose on sCT in the prostate according to the test dataset and the case. Section 3 presents the results of the absolute differences between the Dmean% calculated on the 
reference CT and the Dmean%calculated on sCT in the rectum according to the test dataset and the case. Section 4 presents the same results as Section 3 but in 
the bones. 
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patient from the GoldAtlas dataset. This patient was entirely removed 
from the dose study. 

4. Discussion 

With this study, it was confirmed that a deep learning model trained 
on one set of data cannot be generalized or presents a decrease of per
formances on other datasets. Indeed, the worst results in terms of image 
evaluation and dose evaluation were obtained when the test was per
formed on a dataset not included in the training cohort (cases B and C) 
(Table 2, Fig. 4). It underlines that when there is a significant difference 
between training and test data, the DL model struggles to accurately 
synthesize sCT. However, the results between monocentric studies with 
seen data (case A) and multicenter studies with a seen dataset (case D) 
were equivalent (Figs. 3,4, Table 2). Results highlight two points: firstly, 
a training cohort containing data from all centers (case D) is stable for all 
of them. Secondly, the model only requires five pairs of CT/MR images 
of each center to allow equivalent performances as the monocentric 
scenario (case A), whereas a training cohort with a size of five data does 
not converge. Tests were performed using a training cohort composed of 
five data, the DL models were not able to synthesize sCT. 

Furthermore, as shown in the Fig. 4, the bones and rectum show the 
highest MAE, which can be attributed to specific factors. With bones, the 
high intensity of the structures means that a significant error in HU may 
not be visually apparent. On the other hand, the variability in rectum 
MAE can be explained by the presence of gas pockets on CT but not on 
MRI (often the case for the dataset D1) which are not always recon
structed by DL algorithms [28]. 

Our study also shows differences between monocentric with seen 
data performances: the best MAE results are obtained with dataset D1 
(Table 2). This can be explained by several reasons: 1) the registration 
between MRI and CT was better for this center (quantified with the Dice 
metric). 2) For center D2, the acquisition FOV was shorter: the DL model 
learns less information about the area under the prostate so it can be less 
performant. 3) Dataset D3 is composed of three different centers: the 
variability between these centers was important [22]. Moreover, due to 
the small number of slices that make up the 8 cm FOV in this center, the 
resampling process has a deeper impact, resulting in a significant loss of 
information. To face these issues, the registration for datasets D2 and D4 
needs to be improved. 

To improve the robustness of MR to CT synthesis, additional centers 
could be added in the training cohort including a higher diversity in 
acquisition devices, intensity ranges, acquisition parameters. But, an 
acquisition protocol needs to be standardized for all centers to obtain the 
right FOV and resolution. Moreover, a further point to improve is the 
correction of 2D artifacts by a 3D training [29]. However, the main 
drawback of these architectures is their high computing complexity and 
the large number of data required for the training. These problems could 
be solved by high-performance computing stations and data- 
augmentation. Furthermore, this study underlines that dose calcula
tion on sCT is accurate for clinical integration. Gamma analysis shows 
that for the multicenter model (case D) the gamma pass rate was above 
92% for all patients. Moreover, the DVH analysis shows that the target 
volume still receives the prescribed dose with less than 1.5% of DVH 
difference and the OARs are also as preserved as on the reference 
planning CT with a DVH difference inferior of 50 cGy for cases A and D. 
What can be observed with the results, is that the worst dose results were 
obtained on the dataset D3 whereas worse MAEs were obtained for the 
dataset D2. It shows that there is not a correlation between MAE and 
dose. Furthermore, it was observed that the results of the GoldAtlas 
dataset were better for the patients from the seven patients from the first 
center of this dataset and the worse for the six patients of the third 
center. In the literature, Bird et al. [17], used a dataset comprising 90 
anorectal patients drawn from two medical centers and applied a 2D 
conditional GAN. The average results for MAE stood at 35 HU, and the 
deviation in dose-volume histogram (DVH) was less than 0.7%. In 

contrast, when considering the D1 dataset for comparison, our findings 
indicated an average of 32 HU for image assessment and an average of 
1,0% for dose evaluation. Then, despite the differences in MRI acquisi
tion systems between the centers (high and low magnetic fields: from 
0.35T to 3T), equivalent results were obtained for monocentric cases 
(cases A) and multicenter cases when the training contains data from the 
test center (cases D), even with few data of each center. Since MRI Linac 
is used for both planning and daily images, the same DL models can be 
applied to both. Thus, the proposed multicenter sCT generation can also 
be applied to daily MRI for dose monitoring. The idea is to estimate the 
delivered dose by calculating the ”dose of the day” and then the accu
mulated dose. Additionally, patients with unique characteristics such as 
higher body mass, rectum ablation, the presence of prostheses and so 
one [30] may be considered outliers within the training dataset. This 
study specifically observed a few patients with significantly higher body 
mass, which posed challenges for the cycle-GAN in reconstructing larger 
adipose volumes. To address these issues, it is crucial to create an 
expanded training database that includes individuals with diverse at
tributes and a wider range of imaging devices. This step is essential for 
improving the accuracy of the model for a larger patient population. 
Moreover, while this model can be evaluated using a real ground truth 
(the reference CT), in clinical practice, the ground truth is not always 
available. In such cases, sCTs can be visually assessed by clinicians, or 
alternative evaluation methods without references are being developed 
[31]. 

This evidence from this work should lead to further improvements in 
the clinical implementation of MRI in radiation oncology. 
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